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Binary Classification Problem

Given a training dataset
S={(xy)lx €eR"yr € {~L1},i=1,....6}

xXeALoy=1&xcA oy =-1
Main Goal:

\Predict the unseen class label for new data

Find a function f : R” — R by learning from data
f(x)>0=x€Ayand f(x)<0=x€ A_

The simplest function is linear: f(x) = w'x+ b



Perceptron Algorithm (Primal Form)
Rosenblatt, 1956

@ An on-line and mistake-driven procedure Repeat:
fori=1to/
if yi((wk - x7) + by) < 0 then

Wk — wk + nyx
2 _ i
bxt+1 < bk +nyiR R = ln;aéxg [Ix"|
k+—k+1
end if
until no mistakes made within the for loop return: k, (w*, by).
What is k 7



yi((wk+ . x4 bk+1) > yi((wk - X)) + by ?
wktt «— wk + nyix’ and by «— by + nyiR?

yi(WHh ) i) = (W i) )+ bt nyiR?)
= yi((w X'} 4 bi) + yilnyi((x"- ) + R?))
= yil({wk ) + ) (X} + R?)

R = max |x'||
1<i<t




Perceptron Algorithm Stop in Finite Steps

Theorem(Novikoff)
Let S be a non-trivial training set, and let

R = max ||x'||
1<i<t

Suppose that there exists a vector wep; such that ||wept| = 1 and
yi({Wopt - xi> + bopt) for 1 < i < £.

Then the number of mistakes made by the on-line perceptron
algorithm on S is almost (%)2.



Perceptron Algorithm (Dual Form)

l

Given a linearly separable training set S and a =0, o € R,
b=0, R= max |xi.

1<i<e
Repeat: fori=1to/

4 .
if yi(>- ajyj(x - x') + b) <0 then
j=1
aj—a;j+1; b<—b+y,-R2
end if
end for

Until no mistakes made within the for loop return: («, b)



What We Got in the Dual Form of Perceptron Algorithm?

‘
@ The number of updates equals: Y «a; = [|afj1 < (?)2

=

@ «; > 0 implies that the training point (x;, y;) has been
misclassified in the training process at least once.

e «; = 0 implies that removing the training point (x;, y;) will
not affect the final results.

@ The training data only appear in the algorithm through the
entries of the Gram matrix,G € R‘ which is defined below:

Gij = (XivXj>
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